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from point to point. This causes the typical aircraft to fly a route that is 10
percent or more longer than the direct path between its origin and its
destination. The basis for this antiquated approach is the need for human
controllers to visualize the flight paths of all aircraft in their sectors and order
course adjustments manually to maintain adequate separation.

The only solution to this problem lies in the use of high performance
computers to anticipate conflicts and issue routing changes to aircraft in real
time. An “integrated resolution” algorithm could, for example, balance
possible conflicts between two or more aircraft; calculate the extent of
rerouting around severe weather; and evaluate the impact of traffic flow
imperatives such as meeting specified terminal arrival metering times.

The air traffic control system also needs sophisticated traffic flow
management (TFM) , the strategic control of aircraft in order to minimize
delays, wasted fuel, and needless cost. TFM is the process of planning and
coordinating day-of actions in anticipation of flow-constraining conditions
such as thunderstorms, communications outages, or flight demand that
exceeds airport capacity.  Future TFM systems will acknowledge the uncertain
nature of the system and employ probabilistic problem-solving techniques.
These advanced capabilities will rely on computational science to assist in the
estimation of probabilities in real time and to suggest small changes in the
system to maintain a desired level of performance.

The Traffic Flow Management-Modernization (TFM-M) Program of the
Federal Aviation Administration (FAA) is addressing the need for an improved
infrastructure to support the strategic planning and management of air traffic
demand and ensure smooth, efficient traffic flow. Hardware modernization
was completed at the end of 2004 and efforts are now focused on
reengineering and rearchitecting applications software to achieve a modern,
standards-based, open system. Efforts also continue to achieve a robust,
scalable, standards-compliant TFM infrastructure and enhance availability,
performance, security, expandability, maintainability, and human computer
interaction. FAA and the National Oceanic and Atmospheric Administration
are collaborating in this research to test and demonstrate the use of innovative
science, technology, and computer communication interfaces in developing
new weather products for decision makers.

For more information, see: http://www.faa.gov/aua/aua700/default.shtml and
http://www-sdd.fsl.noaa.gov/FIR_01_02/FIR_01_02_AD.html#D1.
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BIOLOGICAL SCIENCES AND MEDICINE

Identifying Brain Disorders via Shared Infrastructure
Researchers participating in NIH’s Biomedical Informatics Research

Network (BIRN) are collaborating in basic medical research that can lead to
improved clinical tools. BIRN is a consortium of 15 universities and 22
research groups that participate in testbed projects on brain imaging of human
neurological disorders. Through large-scale analyses of patient data acquired
and pooled across collaborating sites, the scientists are investigating how to
identify and use specific structural differences in patients’ brains to help
clinicians distinguish diagnostic categories such as Alzheimer’s disease. Such
research could lead to earlier and more accurate diagnosis of serious brain
disorders.

As one component of this large research program, researchers at the Center
for Imaging Science (CIS) at Johns Hopkins University and other BIRN
researchers collaborated on a processing pipeline for seamless analysis of shape
data for brain structures. Computational anatomy tools were integrated in the
testbed to perform semi-automated statistical analysis of shapes of anatomical
structures. The CIS Large Deformation Diffeomorphic Metric Mapping
(LDDMM) tool was used to study hippocampal data from three categories of
subjects: Alzheimer’s, semantic dementia, and control subjects. The data
involved 45 subjects scanned using high-resolution structural magnetic
resonance imaging (MRI) at one BIRN site. The data sets were then accessed,
aligned, and processed using LDDMM. 

LDDMM computes a mathematical description of the shapes that are
similar and different by computing metric distances in the space of anatomical
images, which allows direct comparison and quantitative characterization of
differences in brain structure shapes. 

For more information, see: http://www.nbirn.net/ and http://cis.jhu.edu. 

Decoding the Communication of Bees
Biologists are pursuing research to understand why some bee species have

evolved the capability for abstract language to describe their surroundings.
Relying on digital video to record bee communication, the researchers have
discovered that some bees use sounds to encode information about food
location. This ability can prevent other bee species from intercepting the
information. Such eavesdropping may have helped drive the development of
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sophisticated bee languages as anti-espionage techniques to transmit food
source information to nest mates inside the hive.

Using digital video requires storing and accessing massive amounts of
information. For each bee species, scientists record 1.2 terabytes of digital
video annually. Researchers expect the archive to grow to 30 terabytes or more.
Networking infrastructure provides widely separated collaborating labs in
Mexico, Brazil, Panama, and San Diego with efficient distributed access to the
data, allowing scientists to analyze millions of video frames of bee behavior.
Such research may help explain why certain species continue to thrive as a
result of sophisticated evolutionary adaptations.

For more information, see: http://www-biology.ucsd.edu/faculty/nieh.html. 

Modeling Protein Motors
The protein adenosine triphosphate synthase, or ATPase, is the power

plant of metabolism, producing ATP, the basic fuel of life and the chemical
energy that fuels muscle contraction, transmission of nerve messages, and
many other functions. The 1997 Nobel Prize in Chemistry recognized Paul
Boyer and John Walker for their work in assembling a detailed picture of
ATPase and its operation. Subsequent research has added to the picture, but
many challenging questions remain.

Examining the crucial details of how bonds break and reform during a
chemical reaction requires the use of quantum theory. A team at the
University of Illinois used a method called QM/MM (quantum
mechanics/molecular mechanics) , which made it possible to simulate the
molecular mechanics of the unit that houses the ATPase’s active site, while
employing quantum theory selectively like a zoom lens to focus on the active
site itself where “combustion” occurs. This model consumed over 12,000
hours of computation time.

Among several new findings, the simulations reveal that one of the amino
acids of ATPase appears to coordinate the timing among the protein’s three
active sites, where ATP is produced. This amino acid – referred to as the
arginine finger – operates somewhat like a spark plug, shifting position
depending on whether ATP or the reaction products are in the active site. This
finding may be a key to resolving the story of how this protein does its vital
job, potentially leading to future medical breakthroughs.

For more information see:
http://www.psc.edu/science/2004/schulten/protein_motors_incorporated.html.
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Protein Dynamics and Function
Computational methods have long been used to extend the reach of

experimental biology by means of data analysis and interpretation. However,
the real power of computational science in this area is in biomolecular
simulations that explore areas of research that are impossible via
experimentation. 

One area where biomolecular simulations are starting to make an impact is
in how biologists think about the function of proteins. Previously, protein
complexes were viewed as static entities, with biological function understood
in terms of direct interactions among components. Based on computational
simulations, proteins are now viewed as efficient molecular machines that are
dynamically active in ways closely associated with their structure and function.
This emerging view has broad implications for protein engineering and
improved drug design.

Using biomolecular simulations and advanced visualization techniques, a
network of protein vibrations in the enzyme cyclophilin A has been identified.
The discovery of this network is based on investigation of protein dynamics at
picosecond to microsecond-millisecond time scales. This network plays a vital
role in the function of this protein as an enzyme. Cyclophilin A is involved in
many biological reactions, including protein folding and intracellular protein
transport, and is required for the infectious activity of the human
immunodeficiency virus (HIV-1) .

Currently, researchers are attempting to make software improvements that
will more fully exploit the power of next-generation supercomputers to better
understand protein dynamics. Such improvements can be achieved through
the parallelization and optimization of molecular dynamics (MD) code for
supercomputers. Parallelization of MD codes is of wide interest to the
biological community. With current computational resources, MD modeling
falls short of simulating biologically relevant time scales by several orders of
magnitude. The ratio of desired and simulated time scales is somewhere
between 100,000 and 1,000,000. In addition, today’s biological systems of
interest consist of millions of atoms, which will require substantially more
computing power for extended periods of time.

For more information, see:
http://nccs.gov/DOE/mics2004/Agarwal.VibrationsHighlight.doc. 
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Computational Science and Medical Care
A major national initiative is currently underway to computerize the

nation’s health care infrastructure.  Current estimates suggest that as much of
25 percent of the cost of today’s health care delivery is associated with the cost
of the paper-bound systems through which health care is provided. Moreover,
there is substantial evidence that one in seven hospitalizations occurs because
critical patient information was not transmitted from one caregiver to another.
Similarly, it is well established that one in seven diagnostic tests is performed
simply because the results of the last test are not available at the time of care
and that one in five paper-based physician orders is carried out incorrectly.

The solutions to problems like these lie in the nationwide adoption of
electronic health records, computerized order entry and execution, and
computer-aided decision support – all within a context of secure,
interoperable health information exchange. It is envisioned that the universal
adoption of computerized health care records and systems will vastly improve
the efficiency of medical care. Such gains have already been demonstrated by
the Veterans Administration, which is now able to care for twice as many
patients as it did a decade ago on a budget that has increased by only 33
percent. The PITAC’s findings and recommendations on the R&D necessary
to realize the promise of IT to improve health care are presented in its June
2004 report, Revolutionizing Health Care Through Information Technology.

For more information, see:
http://www.nitrd.gov/pitac/reports/20040721_hit_report.pdf and
http://www.os.dhhs.gov/healthit/.
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During the past two decades, the national science community has
produced a number of reports, each recommending sustained, long-term
investment in the underlying technologies and applications needed to realize
the full benefits of computational science. Instead, short-term investment and
limited strategic planning have led to an excessive focus on incremental
research rather than long-term research with lasting impact. The
recommendations and warnings of these reports often triggered short-term
responses. But their admonitions to ensure long-term, strategic investment
have rarely been heeded, to the detriment of U.S. competitiveness.

Twenty Years of Recommendations
Each of these reports stressed the catalytic role that computational science

plays in supporting, stimulating, and transforming the conduct of science,
engineering, and business. The reports also emphasized how computing can
address problems of significantly greater complexity, scope, and scale than was
previously possible, including issues of national importance that cannot be
otherwise addressed. U.S. leadership in computational science, the reports
concluded, can and should yield a wide range of ongoing benefits for
innovation, competitiveness, and quality of life.

The reports identified a range of barriers and concerns that must be
overcome if these benefits are to be fully realized. First, they argued that the
Federal government must take primary responsibility, in partnership with
industry and academia, for achieving and retaining international leadership in
computational science via sustained, long-term investment. Second, they
emphasized that computational science now encompasses a broad range of
components, including hardware, software, networks, data and databases,
middleware and metadata, people, and organizations, and that significant
development is needed in each area. 

Organizations and their support mechanisms will need to change, the
reports agreed, as multidisciplinary teams and distributed and federated
approaches become the norm. The reports also argued that innovative
incentive, reward, and recognition systems must be put in place to draw new
people into emerging areas of computational science specialization. 

Computational Science Warnings –
A Message Rarely Heeded

APPENDIX B
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Many themes recurred throughout the reports. They can be summarized as
follows:

• Opportunity: the enormous opportunities to advance scientific discovery,
enhance economic competitiveness, and help ensure national security

• Sustainability: the importance of long-term, sustained investment at
adequate levels to reap the rewards of computational science

• Leading-Edge Capability: the need for deployment of leading-edge
computing systems and networks for scientific discovery

• Data Management: the emergence of instruments and the data they capture
as part of a larger computational environment, with large-scale data archives
for community use

• Education: the importance of a trained and well-educated workforce with
state-of-the-art computational science skills

• Software: the need for easy-to-use, effective software and tools for
computational science discovery

• Research Investment: the need for continued investment in computer and
computational science research

• Cyberinfrastructure: the emerging opportunity to interconnect instruments,
computing systems, data archives, and individuals in an international
cyberinfrastructure

• Coordination: the importance of coordinated planning and implementation
across Federal R&D agencies

Following are brief synopses of the major reports the PITAC reviewed.

PITAC: Information Technology Research
The PITAC examined contemporary Federal IT R&D activities in its

1999 report entitled Information Technology Research: Investing in Our Future.
The PITAC concluded that Federal IT R&D investment was inadequate and
too heavily focused on near-term problems. The Committee recommended a
strategic initiative in long-term IT R&D, highlighting five priorities for the
overall research agenda: (1) software; (2) scalable information infrastructure;
(3) high-end computing; (4) socioeconomic impacts; and (5) management
and implementation of Federal IT research. 
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Department of Energy: SCaLeS
In A Science-Based Case for Large-Scale Simulation, commissioned by

DOE’s Office of Science, the research community stated that computational
simulation has attained peer status with theory and experiment in many areas
of science. The two-part report, released in 2003 and 2004, noted that there
were both responsibilities and opportunities to initiate a vigorous research
effort that could bring the power of advanced simulation to many scientific
frontiers, while simultaneously leapfrogging theoretical and experimental
progress in addressing such questions as the fundamental structure of matter,
production of heavy elements in supernovae, and the functions of enzymes.

The report called for new, sustained, and balanced funding for: 
(1) scientific applications; (2) algorithm research and development; (3)
computing system software infrastructure; (4) network infrastructure for 
access and resource sharing, including software to support collaboration
among distributed teams of scientists; (5) computational facilities supporting
both capability computing for “heroic simulations” that cannot be performed
any other way and capacity computing for “production simulations” that
contribute to a steady stream of new knowledge; (6) innovative computer
architecture research for the facilities of the future; and (7) recruiting and
training a new generation of multidisciplinary computational scientists.

Council on Competitiveness: Supercharging Innovation
A 2004 report from the Council on Competitiveness entitled Supercharging

U. S. Innovation & Competitiveness stressed the importance of high-
performance computing as a business tool for innovation and transformation,
but observed that it was currently underutilized. The report noted several
barriers to high-performance computing in the private sector, including: (1) a
business culture that views high-performance computing as a cost of doing
business rather than an investment that produces returns; (2) the lack of
personnel capable of using high-performance computing productively or fully
exploiting its potential for innovation; and (3) difficulty in using current high-
performance computing hardware, software, and models. 

The report noted that opportunities for boosting innovation and
competitiveness through high-performance computing included creating new
government-industry-university partnerships, developing next-generation
computational simulations, and improving correspondence between the
computational knowledge and skills required by businesses and those taught
by universities.
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Department of Defense: HPC For National Security
Until the mid-1990s, national security interests drove the supercomputing

industry and its advances. As the non-defense industrial, scientific, and
academic markets for high-end computing grew, and as foreign competition
emerged for market share and technology leadership, both government and
industry focused on developing and manufacturing supercomputers based on
commodity components. Although this significantly increased the affordability
of solving many important national security problems, other critical
application areas remain unaddressed by the commercial sector. 

DoD’s 2002 report High-Performance Computing for the National Security
Community outlined a plan to rebuild and sustain a strong industrial base in
high-end computing, including applied research, advanced development, and
engineering and prototype development. The plan also called for establishing
high-end computing laboratories to test system software on dedicated, large-
scale platforms; supporting the development of software tools and algorithms;
developing and advancing benchmarking and modeling and simulation for
system architectures; and conducting detailed technical requirements analyses.

National Academies: Future of Supercomputing
Getting up to Speed: The Future of Supercomputing, a 2005 report by the

National Academies, examined U.S. needs for supercomputing and
recommended a long-term strategy for Federal government support of high-
performance computing R&D. The report recognized the central contribution
of supercomputing to the economic competitiveness of many industries (e.g. ,
automotive, aerospace, health care, and pharmaceutical) but raised concerns
about the rate of progress in other areas of science and engineering. This study
was part of a broader initiative by the U.S. to assess its current and future
supercomputing capabilities. The assessment was spurred in part by the
introduction of Japan’s Earth Simulator, which could process data at three
times the speed of the fastest U.S. supercomputer available at the time.

The report recommended that investment decisions regarding
supercomputing research and development should not be based on whether
the U.S. possesses the world’s fastest supercomputer. Instead, the Government
should make long-term plans to secure U.S. leadership in the hardware,
software, and other technologies that are essential to national defense and
scientific research. The report concluded that the demands for
supercomputing to strengthen U.S. defense and national security cannot be
satisfied with current policies and levels of spending. It called on the Federal
government to provide stable, long-term funding and support multiple
supercomputing hardware and software companies to give scientists and
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policymakers better tools for problem solving in such areas as intelligence,
nuclear stockpile stewardship, and climate change.

National Institutes of Health: BISTI
NIH’s Biomedical Information Science and Technology Initiative (BISTI)

report cited the tremendous progress in computation and the scope of its
impact on biomedicine in the latter half of the 20th century, and it described
the challenges and opportunities presented to NIH by the convergence of
computing and biomedicine. The report highlighted the transition of biology
from a bench-based science to a computation-based science, from individual
researchers to interdisciplinary teams, and from a focus on the application of
digital technologies to the development of computational methods that are
changing the way biomedical research is pursued.

The report recommended creating National Programs of Excellence in
Biomedical Computing to conduct research into all facets of biomedical
computation and play a major role in the education of biomedical
computation researchers. It also called for establishing a new program directed
toward the principles and practice of data and information storage, curation,
analysis, and retrieval (ISCAR) . Other recommendations included providing
adequate resources and incentives for those working on the tools of biomedical
computing and supporting  a scalable and balanced national computing
infrastructure to address a dynamic range of computational needs and
accompanying support requirements. In response to these recommendations,
NIH Director Elias Zerhouni convened a series of meetings to chart a
roadmap for medical research in the 21st century. 

Interagency: High-End Computing Revitalization Task Force 
The 2004 HECRTF report, Federal Plan for High-End Computing,

addresses three components of a plan for high-end computing: (1) an
interagency research and development roadmap for high-end core
technologies, (2) a Federal high-end computing capacity and accessibility
improvement plan, and (3) recommendations relating to Federal procurement
of high-end computing systems. Based on independent review and planning
efforts by DoD, DOE, and NSF, the report notes that the strategy of pursuing
high-end computing capability based on COTS components is insufficient for
applications of national importance. 

The report recommends: (1) a coordinated, sustained research,
development, testing, and evaluation program over 10 to 15 years to overcome
major technology barriers limiting effective use of high-end computers,
including detailed roadmaps for hardware, software, and systems; (2)
providing high-end computing across the full scope of Federal missions,
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including both production and “leadership-class” systems offering leading-edge
capability for high-priority research and guiding the next generation of
production systems; and (3) improved efficiency in Federal procurement
processes for high-end computing through benchmarking, development of
total-cost-of-ownership models, and shared procurement across agencies. The
HECRTF assumes that agency investments in the broader computing
environment – including networking, applications software development,
computational science education, general computing and storage systems, and
visualization – will be at the levels required to support high-end computing as
an effective tool in national defense, national security, and scientific research
missions. 

National Science Foundation: Cyberinfrastructure
NSF’s Revolutionizing Science and Engineering Through Cyberinfrastructure

report (the Atkins report) found that today's computing, information, and
communication technologies now make possible development of a
comprehensive cyberinfrastructure to support a new era of research whose
complexity, scope, and scale would once have been beyond imagination. The
2003 report’s key recommendation urges the foundation to establish and 
lead a large-scale, interagency, and internationally coordinated Advanced
Cyberinfrastructure Program (ACP) to create, deploy, and apply that
infrastructure to radically empower all scientific and engineering research and
allied education.

This report proposes a large, long-term, and concerted effort, not merely a
linear extension of current investment levels and resources. The report also
envisions the education and involvement of more broadly trained personnel
with blended expertise in a disciplinary science or engineering as well as the
skill sets encompassed by computational science, such as mathematical and
computational modeling, numerical methods, visualization, and socio-technical
understanding about working in new grid or collaboratory organizations.

National Academies: Making IT Better
The 2000 National Academies report, Making IT Better, found that the

United States – indeed much of the world – is in the midst of a
transformation wrought by information technology (IT). Fueled by continuing
advances in computing and networking capabilities, IT has moved from the
laboratories and back rooms of large organizations and now touches people
everywhere. The indicators are almost pedestrian: computing and
communications devices have entered the mass market and the language of the
Internet has become part of the business and popular vernacular. 
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The report observed that the critical role of the first half of the R&D
process is often overlooked, namely the research that uncovers underlying
principles, fundamental knowledge, and key concepts that fuel the
development of numerous products, processes, and services. Research has been
an important enabler of IT innovations – from the graphical user interface to
the Internet itself – and it will continue to enable the more capable systems of
the future, the forms of which have yet to be determined. When undertaken
in the university environment in particular, it also serves as a key educational
tool as well, helping build a broader and more knowledgeable IT workforce. 

The future of IT and of the society it increasingly powers depends on
continued investments in research, the report concludes. New technologies
based on quantum physics, molecular chemistry, and biological processes are
being examined as replacements for or complements to the silicon-based chips
that perform basic computing functions. Research is needed to enable progress
along all these fronts and to ensure that IT systems can operate dependably
and reliably, meeting the needs of society and complementing the capabilities
of their users. 

But key questions remain to be answered, according to the report: Can the
Nation’s research establishment generate the advances that will enable
tomorrow’s IT systems? Are the right kinds of research being conducted? Is
there sufficient funding for the needed research? Are the existing structures for
funding and conducting research appropriate to the challenges IT researchers
must address?

National Academies: Embedded Infrastructure 
The 2001 National Academies report, Embedded Everywhere, found that IT

is on the verge of another revolution. Driven by the increasing capabilities and
declining costs of computing and communications devices, IT is being
embedded in a growing range of physical devices linked together through
networks and will become ever-more pervasive as the component technologies
become smaller, faster, and cheaper. These changes are sometimes obvious – in
pagers and Internet-enabled cell phones, for example. But often IT is buried
inside larger (or smaller) systems in ways that are not easily visible to end
users. These networked systems of embedded computers have the potential to
change the way people interact with their environment by linking together a
range of devices and sensors that will allow information to be collected,
shared, and processed in unprecedented ways. 

The range of applications continues to expand with continued research
and development. Examples include instrumentation ranging from in situ
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environmental monitoring to battlespace surveillance. Embedded networks
will be employed in defense-related and civilian personal monitoring strategies
combining information from sensors on and within a person with information
from laboratory tests and other sources. These networks will dramatically
affect scientific data collection capabilities, ranging from new techniques for
precision agriculture and biotechnological research to detailed environmental
and pollution monitoring.

National Science Foundation: Digital Libraries
Knowledge Lost in Information, an NSF workshop report published in 2003

by the University of Pittsburgh, found that digital libraries are transforming
research, scholarship, and education at all levels. Vast quantities of information
are being collected and stored online and organized to be accessible to
everyone. Substantial improvements in scholarly productivity are already
apparent. Digital resources have demonstrated the potential to advance
scholarly productivity, most likely doubling research output in many fields
within the next decade. These resources will become primary resources for
education, with the potential for making the kinds of significant advances in
lifelong learning that have been sought for many years.  This report details the
nature of the Federal investment required to sustain the pace of progress.

Digital library programs have engaged international partners, with several
U.S. projects coordinated with counterpart projects in the United Kingdom
and Germany, as well as with broader international projects involving the
European Union and Asian countries. Moreover, the kinds of information
created and examined have moved well beyond text and book-like objects to
include scans of fossils, images of dolphin fins, cuneiform tablets, and videos
of human motion, potentially enabling more sophisticated analysis in domains
that range from archaeology and paleontology to physiology, while exploring
the engineering issues that are exposed in the course of such investigations.

Legacy Reports and Implications
The 2005 National Academies study, Getting up to Speed: The Future of

Supercomputing, contains a cogent summary of early assessments of the
importance of computational science and high-end computing. In 1982, the
Report of the Panel on Large Scale Computing in Science and Engineering (the
Lax report) made four recommendations: (1) increase access for the science
and engineering research community to regularly upgraded supercomputing
facilities via high-bandwidth networks; (2) increase research in computational
mathematics, software, and algorithms necessary for effective and efficient use
of supercomputing systems; (3) train people in scientific computing; and (4)
invest in the R&D basic to the design and implementation of new
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supercomputing systems of substantially increased capability and capacity,
beyond that likely to arise from computational requirements alone. 

A 1993 successor report, From Desktop to Teraflop: Exploiting the U.S. Lead
in High Performance Computing (the Branscomb report) , recommended
significant expansion in NSF investments, including accelerating progress in
high-performance computing through computer and computational science
research.

In 1995, NSF formed a task force to advise it on the review and
management of its supercomputer centers program. The chief finding of the
Report of the Task Force on the Future of the NSF Supercomputer Centers Program
(the Hayes report) was that the supercomputing centers funded by NSF had
enabled important research in computational science and engineering and had
also changed the way that computational science and engineering contribute
to advances in fundamental research across many areas. The recommendation
of the task force was to continue to maintain a strong advanced scientific
computing centers program.

      



94

PRES ID ENT ’ S  INFORMAT ION TECHNOLOGY  ADV I S O RY  CO MMI T T E E

Charge to PITAC
APPENDIX C

EXECUTIVE OFFICE OF THE PRESIDENT
OFFICE OF SCIENCE AND TECHNOLOGY POLICY

WASHINGTON, D.C. 20502

June 9, 2004

Mr. Marc R. Benioff
Chairman and CEO Salesforce.com
Suite 300
The Landmark@One Market
San Francisco, CA 94105

Dear Mr. Benioff:

Again, I want to thank you for your service as co-chair of the President’s
Information Technology Advisory Committee (PITAC) and your excellent
leadership at the Apri1 13, 2004 PITAC meeting. This letter outlines my
expectations regarding PITAC’s plans to address issues related to
computational science. I look forward to PITAC’s engagement in this issue.

The importance of computational science as a complement to experiment and
theory is increasing, with applications that are relevant to numerous Federal
agency missions. The Federal government has funded much of the
development of computational science and is a major beneficiary of its use,
making it an appropriate area for PITAC to consider. I would like PITAC to
address the following questions in the context of the Networking and
Information Technology Research and Development (NITRD) program, as well
as other relevant Federally funded research and development:

1. How well is the Federal government targeting the right research
areas to support and enhance the value of computational science?
Are agencies’ current priorities appropriate?

2. How well is current Federal funding for computational science
appropriately balanced between short term, low risk research and
longer term, higher risk research? Within these research arenas,
which areas have the greatest promise of contributing to
breakthroughs in scientific research and inquiry?

3. How well is current Federal funding balanced between fundamental
advances in the underlying techniques of computational science
versus the application of computational science to scientific and
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engineering domains? Which areas have the greatest promise of
contributing to breakthroughs in scientific research and inquiry?

4. How well are computational science training and research integrated
with the scientific disciplines that are heavily dependent upon them
to enhance scientific discovery? How should the integration of
research and training among computer science, mathematical
science, and the biological and physical sciences best be achieved to
assure the effective use of computational science methods and
tools?

5. How effectively do Federal agencies coordinate their support for
computational science and its applications in order to maintain a
balanced and comprehensive research and training portfolio?

6. How well have Federal investments in computational science kept
up with changes in the underlying computing environments and the
ways in which research is conducted? Examples of these changes
might include changes in computer architecture, the advent of
distributed computing, the linking of data with simulation, and
remote access to experimental facilities.

7. What barriers hinder realizing the highest potential of computational
science and how might these be eliminated or mitigated?

Based on the findings of PITAC with regard to these questions, I request that
PITAC present any recommendations you deem appropriate that would assist
us in strengthening the NITRD program or other computational science
research programs of the Federal government.

In addressing this charge, I ask that you consider the appropriate roles of the
Federal government in computational science research versus those of industry
or other private sector entities.

I request that PITAC deliver its response to this charge by February 1, 2005.

Sincerely

John H. Marburger, III
Director

Letter also sent to: Edward D. Lazowska, Ph.D.
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Subcommittee Fact-Finding Process

The Computational Science Subcommittee studied and deliberated on an
array of relevant reports and trade publications. The Subcommittee also held a
series of meetings during which Federal government leaders and experts from
academia and industry were invited to provide input. The meetings held were
as follows:

• June 17, 2004 PITAC meeting
• September 16, 2004 Computational Science Subcommittee meeting
• October 19, 2004 Computational Science Subcommittee meeting
• November 4, 2004 PITAC meeting
• November 10, Computational Science Subcommittee Birds of a

Feather Town Hall meeting at the Supercomputing (SC) 2004
conference

• January 12, 2005 PITAC meeting
• April 14, 2005 PITAC meeting
• May 11, 2005 PITAC meeting

June 17, 2004 PITAC Meeting (Arlington, Virginia)
Formal presentations were given by:

• Eric Jakobsson, Ph.D., Director, Center for Bioinformatics and
Computational Biology, National Institute of General Medicine,
National Institutes of Health

• Michael Strayer, Ph.D. , Director, Scientific Discovery through
Advanced Computation, Office of Science, Department of Energy

• Arden L. Bement, Jr. , Ph.D., Director, National Science Foundation
• Ken Kennedy, Ph.D., John and Ann Doerr University Professor,

Department of Computer Science, Rice University

To view or hear these presentations, or to read the meeting minutes, please
visit: http://www.nitrd.gov/pitac/meetings/2004/index.html.

September 16, 2004 Subcommittee Meeting (Chicago, Illinois)
Formal presentations were given by the following experts:

• James Crowley, Ph.D., Executive Director, Society for Industrial and
Applied Mathematics

• Robert Lucas, Ph.D., Director, Computational Science Division,
Information Sciences Institute, University of Southern California

• Phillip Colella, Ph.D., Leader, Applied Numerical Algorithms Group,
Lawrence Berkeley National Laboratory

APPENDIX D
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• Edward Seidel, Ph.D., Director, Center for Computation and
Technology, Louisiana State University

• Charbel Farhat, Ph.D., Professor, Department of Mechanical
Engineering and Institute for Computational and Mathematical
Engineering, Stanford University

• Kelvin Droegemeier, Ph.D., Director, Center for Analysis and
Prediction of Storms; Regents’ Professor, School of Meteorology,
College of Geoscience, University of Oklahoma

• Michael Vannier, Ph.D., Professor of Radiology, University of Chicago
• Jonathan C. Silverstein, M.D., M.S., FACS, Assistant Professor of

Surgery, University of Chicago
• John Reynders, Ph.D., Information Officer, Lilly Research Labs
• Vernon Burton, Ph.D., Associate Director, Humanities and Social

Sciences, National Center for Supercomputing Applications, University
of Illinois, Urbana-Champaign

• Daniel E. Atkins, Ph.D., Professor, School of Information; Executive
Director, Alliance for Community Technology, University of Michigan

• Jack Dongarra, Ph.D., University Distinguished Professor, Innovative
Computing Laboratory; Computer Science Department, University of
Tennessee

October 19, 2004 Subcommittee Meeting (Arlington, Virginia)
Formal presentations were given by: 

• Alvin W. Trivelpiece, Ph.D., Director, Oak Ridge National Laboratory
(Retired)

• André van Tilborg, Ph.D., Director, Information Systems, Deputy
Under Secretary of Defense (Science and Technology), DoD

• Walt Brooks, Ph.D., Chief, Advanced Supercomputing Division,
National Aeronautics and Space Administration

• Timothy L. Killeen, Ph.D. , Director, National Center for Atmospheric
Research

• Chris R. Johnson, Ph.D. , Director, Scientific Computing and Imaging
Institute, University of Utah

• Michael J. Holland, Ph.D. , Senior Policy Analyst, Office of Science
and Technology Policy

November 4, 2004 PITAC Meeting (Arlington, Virginia)
This meeting was held by WebEx/teleconferencing at which Subcommittee
Chair Daniel A. Reed provided an update on the Subcommittee’s activities.
PITAC members discussed these activities and solicited comments from the
public. Dr. Reed’s presentation can be found at:
http://www.nitrd.gov/pitac/meetings/2004/20041104/agenda.html.

       



98

PRES ID ENT ’ S  INFORMAT ION TECHNOLOGY  ADV I S O RY  CO MMI T T E E

November 10, 2004 Subcommittee Meeting (Pittsburgh,
Pennsylvania)
The Subcommittee held a Birds of a Feather (BOF) Town Hall meeting at the
SC 2004 conference. The purpose of the meeting was to solicit input from the
SC 2004 community as part of gathering broader input from the public.
Subcommittee Chair Reed provided a presentation and a list of questions to
focus on particular areas of interest. Chair Reed’s presentation and list of
questions can be found at: 

http://www.nitrd.gov/pitac/meetings/2004/20041110/reed.pdf and
http://www.nitrd.gov/pitac/meetings/2004/20041110/bof_pitac.pdf.

January 12, 2005 PITAC Meeting (Arlington, Virginia)
At this meeting Chair Reed gave an update on the Subcommittee, and formal
presentations on computational science in education programs were given by:

• Linda Petzold, Ph.D., Professor and Chair, Department of Computer
Science; Professor, Department of Mechanical and Environmental
Engineering; and Director, Computational Science and Engineering
Program, University of California, Santa Barbara

• J. Tinsley Oden, Ph.D., Associate Vice President for Research, Director,
Institute for Computational Engineering and Sciences, Cockrell Family
Regents’ Chair #2 in Engineering, University of Texas

PITAC members discussed the Subcommittee’s preliminary draft findings and
recommendations. Chair Reed’s presentation from the meeting can be found at:

http://www.nitrd.gov/pitac/meetings/2005/20050112/agenda.html.

April 14, 2005 PITAC Meeting (Washington, D.C.)
Computational Science Subcommittee Chair Reed presented the draft report
and solicited discussion by the PITAC and comments from the public. The
PITAC approved the report’s findings and recommendations and asked the
Subcommittee to revise the text in response to the comments from PITAC
members and the public. To view these presentations, please visit:

http://www.itrd.gov/pitac/meetings/2005/20050414/agenda.html.

May 11, 2005 PITAC Meeting (Arlington, Virginia)
At this meeting, held by WebEx/teleconferencing, Computational Science
Subcommittee Chair Reed outlined the editorial revisions the Subcommittee
had made to the report, highlighting the substantive rewrites of several
sections of the document responding to comments at the April 14 meeting. In
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discussion, PITAC members praised the revisions as significant improvements
to the overall quality of the report. The report was then approved by a
unanimous vote.

Agency Information
A number of agencies provided written information about their

computational science R&D investments in response to a formal request from
PITAC. Senior officials from several agencies made presentations to the
Subcommittee to provide further insights into agency policies and practice
with regard to computational science.
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Acronyms

ACE
Agent-based computational
economics

ACP
Advanced Cyberinfrastructure
Program

AMR
Adaptive mesh refinement

ARPA
Advanced Research Projects Agency

ARPANet
Advanced Research Projects Agency
Network

ASCI
DOE/National Nuclear Security
Administration’s Accelerated
Strategic Computing Initiative

ATLAS
A ToroidaLHC ApparatuS

ATP 
Adenosine triphosphate

BIRN
Biomedical Informatics Research
Network

BISTI
Biomedical Information Science
and Technology Initiative

BOF
Birds of a feather

BSD
Berkeley Software Distribution

CCD
Charge Coupled Device

CHARMM
Chemistry at Harvard Molecular
Mechanics

CIS
Center for Imaging Science

CMS
Compact Muon Solenoid

COTS
Commercial-off-the-shelf

CRA
Computing Research Association

CSE
Computational science and
engineering

DARPA
Defense Advanced Research
Projects Agency

DNA
Deoxyribonucleic acid

DoD
Department of Defense

DOE
Department of Energy

ETF
Extensible Terascale Facility

FAA
Federal Aviation Administration

FACA
Federal Advisory Committee Act

FARSITE
Fire Area Simulator

FLASH
State-of-the-art simulator code for
solving nuclear astrophysical
problems related to exploding stars

fMRI
Functional magnetic resonance
imaging

FORTRAN
Formula Translation (programming
language)

FRB
Federal Reserve Bank

APPENDIX E
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GeV
Giga-electron-Volt (one billion
electron-volts)

GUPS
Giga updates per second

HECRTF
High-End Computing
Revitalization Task Force

HIV/AIDS
Human Immunodeficiency
Virus/Acquired Immune Deficiency
Syndrome

HPC
High-Performance Computing

HPCC
High-Performance Computing and
Communications

HPCS
DARPA’s High Productivity
Computing Systems Program

HPF
High-Performance FORTRAN

HTSC
High-temperature superconductors

HUMINT
Human intelligence

ICPSR
Inter-university Consortium for
Political and Social Research

ILLIAC IV
Illinois Integrator and Automatic
Computer

IPA
Intergovernmental Personnel Act

IPAC 
Infrared Processing and Analysis
Center

ISCAR
Information storage, curation,
analysis, and retrieval

IT
Information technology

ITER
International Thermonuclear
Experimental Reactor

ITRS
International Technology Roadmap
for Semiconductors

IT R&D
Information Technology Research
and Development

IVOA
International Virtual Observatory
Alliance

I/O
Input/output

LANL
Los Alamos National Laboratory

LAPACK
Linear Algebra PACKage

LDDMM
Large Deformation Diffeomorphic
Metric Mapping

LHC
Large Hadron Collider

LINPACK
LINear algebra software PACKage

LSST
Large Synoptic Survey Telescope

MD
Molecular dynamics

MEMS
Microelectromechanical systems

MPI
Message Passing Interface

MPICH
Argonne National Laboratory MPI
implementation
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MREFC
Major Research Equipment and
Facilities Construction, an NSF
budget line

MRI
Magnetic resonance imaging

NASA
National Aeronautics and Space
Administration

NCBI
National Center for Biotechnology
Information

NCO
National Coordination Office

NCSA
National Center for
Supercomputing Applications

NERSC 
National Energy Research Scientific
Computing Center

NIH
National Institutes of Health

NIMROD
Non-ideal MHD with Rotation
Open Discussion

NITRD
Networking and Information
Technology Research and
Development Program

NMI
National Middleware Initiative

NOAA
National Oceanic and Atmospheric
Administration

NRC
National Research Council

NREL
National Renewable Energy
Laboratory

NSA
National Security Agency

NSB
National Science Board

NSF
National Science Foundation

NSTC
National Science and Technology
Council

NVO
National Virtual Observatory

OMB
Office of Management and Budget

OSCAR
Open Source Clustering
Application Resource, a Linux
cluster distribution

OSTP
Office of Science and Technology
Policy

PCAST
President’s Council of Advisors on
Science and Technology

PITAC
President’s Information Technology
Advisory Committee

PSC
Pittsburgh Supercomputing Center

QCD
Quantum chromodynamics

QM/MM 
Quantum mechanics/molecular
mechanics

R&D
Research and development

ROCKS
Linux cluster distribution

S&E
Science and engineering

SARS
Severe Acute Respiratory Syndrome
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SCaLeS
Science-based Case for Large-scale
Simulation

SciDAC
Scientific Discovery Through
Advanced Computing

SDSC 
San Diego Supercomputer Center

SEMATECH
Semiconductor Manufacturing
Technology

SGI
Silicon Graphics Incorporated, now
SGI

SIAM
Society for Industrial and Applied
Mathematics

SIGINT
Signals intelligence

TCO
Total cost of ownership

TFM
Traffic flow management

TFM-M 
Traffic Flow Management-
Modernization program

TSI 
Terascale Supernova Initiative

UC
University of California

UNICOS
UNIX operating system for Cray
computers

VORPAL
A parallel, object-oriented hybrid
(fluid and particle-in-cell) code for
modeling systems of
electromagnetic fields, charged
particles, and/or neutral gases

VTK
Visualization Toolkit

XML
Extensible Markup Language
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